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Organizations expend large amounts of educational and training resources to improve employee task and job
performance. These resources must be allocated efficiently and effectively to increase the probability of organiza-
tional success. Information technology (IT) is one organizational area in which education and training are
particularly important, largely because IT has redefined the requisite skills for functional competency in the
workplace. Through an empirical study, this research investigates how knowledge bases contribute to subjects’
attitudes and performance in the use of a CASE tool in database design. The study identified requisite knowledge
bases and knowledge base interactions that significantly impacted subjects’ attitudes and performance. Based
upon these findings, alternatives are provided to management that may help organizations increase the performance
benefits of technology use and promote more positive attitudes towards technology innovation acceptance and
adoption. By structuring education and training efforts to increase performance and enhance positive attitudes,
organizations will be better able to optimize their investments in information technology innovations.

Improving human performance in organizational tasks
remains a primary goal for modern organizations to increase
competitiveness. Goldstein [1993] estimated that organiza-
tions investclose to $40 billion in training per year. Within the
Fortune 500 companies, 44% of their training investment
relates to technical training [Goldstein, 1993]. Organizations
expend tremendous resources to improve employee task and
job performance. Education and training are principal tools
used to improve human performance and promote better
decision-making. In fact, many scholars argue that education
and training are the main issues that need to be studied to
understand human decision-making and problem-solving
behavior. Indeed, Rouse and Morris [1986] observed:

To the extent that it is reasonable to characterize any

single issue as the central issue, this issue is instruc-

tion and teaching. For any particular task, job, or
profession, what mental models should people have

and how should they be imparted? (p. 357)

This statement suggests two significant implications
for organizational success. The first implication acknowl-
edges that individuals must have relevant knowledge bases

to perform a work-related task or job competently. The
second implication addresses the problem of how to identify
these knowledge bases so that organizations can facilitate the
necessary knowledge transfer. An individual’s knowledge
base refers to the mental model or structural representation
stored in long-term memory about a specific domain or pro-
cess. Many of the activities surrounding the completion of a
job or task are influenced by the individual’s relevant mental
models or knowledge bases related to that domain or process
[Goldstein, 1993; Shaft and Vessey, 1995; Perrig and Kintech,
19851].

Information technology (IT) is one organizational area
in which education and training are particularly important,
largely because IT has redefined the requisite skills for func-
tional competency in the workplace [Goldstein, 1993; Zuboff,
1985]. In many cases, knowledge of how to complete the
relevant task - task-domain knowledge - is essential, but not
sufficient, for an individual to perform well in the workplace.
Frequently, the individual must also possess competencies in
the use of IT to be successful in modern work environments.
It is anticipated that the changes in job competencies result-
ing from technology shifts (e.g., computer-assisted software

Manuscript originally submitted October 5, 1995; Revised April 18, 1996; September 20, 1999; Accepted October 28, 1999 for publication.

Information Resources Management Journal

July-Sept 2000 33

Reproduced with permission of the:copyright:owner. Further reproduction prohibited without permissionyyapnw.manaraa.com



[ e

engineering (CASE)) will increase the cognitive complexity
for the worker [Goldstein, 1993]. Therefore, in addition to
task-domain knowledge, modern workers might also benefit
from knowledge bases associated with the use of IT. This
study investigates technology acceptance and adoption by
examining how an individual’sknowledge of atool, in combi-
nation with his task domain knowledge, influences attitudes
and performance related to the use of an IT innovation.

Dramatic improvements in I'T price-performance ratios
have contributed to the enormous impact of IT on organiza-
tional success. One aspect of this impact is end-user comput-
ing, a phenomenon that is reshaping the way organizational
tasks are performed. Most organizations have implemented
personal computers (PCs) and expect their managerial and
professional staffs to become proficient end users with this
new technology. The potential impact of IT, such as CASE,
isincreasing as organizations become more information inten-
sive and more end users adopt the automated tools. Cheney,
etal.[1986], Davis and Bostrom, [1993], Cronan and Douglas
[19901], and Sein {1988} indicated that training end users to
properly use technology tools to construct their own systems
is a critical factor in the successful deployment of IT. This
expectation of technology proficiency requires many indi-
viduals to rethink their current practices and to learn new
methods of task accomplishment [Ryan, 1999]. The acquisi-
tion of technology proficiency, of course, can be facilitated
through education and training. The rapid pace with which
organizations are implementing new IT and the tremendous
growth of end-user computing are causing an increasing need
for subsequent education and training on IT [Goldstein,
1993]. Sein, [1988], and Bostrom, Olfman and Sein { 1988] have
noted the importance of a systematic training program to
promote successful end-user computing with respect to sys-
tems development.

However, there has been very little, if any, study into
what should be the focus of this education and training,
especially in the use of IT tools that automate substantial
portions of work processes like computer-assisted software
engineering (CASE), computer-aided design (CAD), com-
puter-assisted instruction (CAI), and expert systems (ES).
With IT tools such as these, much of the knowledge about the
job requirements (e.g., software engineering in CASE) are
embedded in the technology itself. As noted by Goldstein
[1993] and Howell and Cooke [1989], increases in technology
and machine responsibility may result in increased cognitive
demands on people. In such cases, the question becomes
“What knowledge is needed by the user to accomplish his or
her task while utilizing a process-automating tool like CASE,
CAD, CAIL orES?” Istask-domain knowledge necessary, and
if so, what level of proficiency is sufficient? Oris knowledge
associated with the systems mode] and operational proce-
dures of the automated tool required for user satisfaction and
enhanced performance? Galliers and Swan {1997] propose
that effective IS design must integrate both formal and infor-

mal knowledge to promote project success. Goldstein [1993]
stated that a systematic instructional program must include
training needs assessment based on the related knowledge,
skills, and abilities necessary to perform the task.

The purpose of this exploratory study is to identify
requisite knowledge bases and skills that contribute to posi-
tive attitudes and improved performance when using an auto-
mated IT tool, CASE, to accomplish an organizational task.
CASE is abroad group of software technologies that together
support the automation of information systems (IS) develop-
ment and can reduce the programming backlog that has long
plagued corporate IS [Loh and Nelson, 1989]. The potential
impact of CASE is increasing as organizations become more
information intensive and the use of CASE technologies
becomes more pervasive throughout the organization. Iden-
tifying and understanding how knowledge bases support
individuals’ IT use will allow organizations to focus educa-
tional and training resources more effectively to enhance
technology acceptance and adoption [Zmud and Lind, 1985;
Hartog and Herbert, 1986; Deckeretal., 1984]. Specifically,
the research question addressed is: How do particular knowl-
edge bases and skills of users contribute to their attitude and
performance in the use of a CASE tool in designing a database
for a business application?

THEORETICAL BACKGROUND

In considering the knowledge associated with the use
of an automated IT tool like CASE, researchers have identified
at least two distinct knowledge bases that are possible [Sein,
1988; Bostrom, et al., 1988; Pei and Reneau, 1990]. Oneis a
conceptual model that constitutes much of the theoretical
foundation underlying the use of the automated tool in-
volved. This conceptual model is closely connected to the
methodology embedded in the tool [Hackathorn and Karimi,
1988; Henderson and Cooprider, 1990]. In contrast, the step-
by-step operating procedures related to the use of the IT tool
constitute another possible knowledge base or skill-set for an
individual [Goldstein, 1993]. Past research has provided evi-
dence that, given a sufficiently complex task, knowledge of
the tool’s conceptual model facilitates superior learning com-
pared to operational knowledge of the IT tool [Borgman, 1986;
Eylon and Reif, 1984; Halasz and Moran, 1983]. Inmany cases,
the conceptual model is hypothesized to provide an organiza-
tional structure for scheduling and controlling the operational
procedures related to the tool.

In the Davis and Bostrom [1990] study, contextual
knowledge was deemed essential for an individual to achieve
meaningful learning. Davis and Bostrom [1990] found that
interface designs that are more similar to the user’s concep-
tual model were both easier to learn and more productive.
Investigating training needs for end users, Davis and Bostrom
found that the ability to acquire new knowledge was strongly
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influenced by previously established knowledge. They stated
that technology-related cognitive demands that are anchored
to pre-existing knowledge structures are more meaningful,
reliable, and retrievable. In a related study, Gasson [1999]
found that the form used to represent task domain knowledge
was critical to system effectiveness. Knowledge representa-
tion in forms using terms with meanings more familiar to the
user is proposed as a superior design methodology approach.
Zigurs and Buckland [1998] develop a framework for investi-
gating group support system effectiveness based in part on
task/technology fit.

Shaft and Vessey [1995] investigated the role of appli-
cation knowledge on computer program comprehension. They
found that programmers more knowledgeable in the task
domain used a top-down decomposition approach. Program-
mers who were less knowledgeable in the application domain
showed a tendency to assemble their understanding of the
program in a bottom-up fashion. The ability to use abstract
representations (top-down) is theorized to be associated with
amore complex task-domain knowledge base. Inaninvestiga-
tion of information requirements determination, Vessey and
Conger[1993] found performance improvements among nov-
ice analysts with higher levels of task domain knowledge. The
tendency of individuals with higher levels of task domain
knowledge to use a more abstract representation scheme
suggests a more elaborately organized task view. Perfor-
mance improvements of these individuals may be, in part, their
ability to rely on a more elaborately organized task view.

The importance of task knowledge as a critical com-
ponent of IT learning and task performance has recently been
addressed in the literature. Pei and Reneau [1990] used
production rule-based ESs to investigate the impact of memory
structure on human problem-solving performance. They con-
sidered the users’ mental models (i.e., their knowledge bases)
of the IT and their task domain-specific knowledge together
as essential components in understanding how IT contrib-
utes to decision performance and fosters individual learning.
Peiand Reneau [1990] explicitly identified knowledge transfer
(learning), such as in computer-based training (CBT) sys-
tems, as one example of how IT and users’ mental models are
both critical to understanding complex problem solving. In
CBT applications, Pei and Reneau noted that the users’ un-
derstanding of the ES’s meta-knowledge is critical to knowl-
edge transfer. Peiand Reneau [1990] investigated the consis-
tency between the structure of the rule-based ES and the
users’ mental models of the task domain as a moderator of
technology-facilitated learning. They acknowledged the peda-
gogical importance of the consistency between the cognitive
aspects of the man-machine interface and prior training (i.e.,
knowledge base) in the application task domain.

From Peiand Reneau’s [1990] study, itis evident that at
least two types of knowledge bases, or as they referred to
them, mental models, are associated with the use of IT in
completing an organizational task. The first is task-domain

knowledge, whichis acombination of mental structures about
the domain itself and the ability to devise problem-solving
strategies for that domain [1990]. The second, which is
directly associated with the use of IT, is the need to develop
a mental representation of the automated system to be able to
understand and control its behaviors [1990]. Hackathorn and
Karimi [1988], Henderson and Cooprider {1990], and others
have identified the importance of the conceptual model em-
bedded in the tool as well as the operational characteristics
associated with the tool. Davis and Bostrom [1993] found
that, in sufficiently complex tasks, reference contextual knowl-
edge supports higher levels of performance. Thus, the most
effective cognitive process in using automated IT tools is
most likely to be the combination of task-domain knowledge
along with the conceptual and operational knowledge associ-
ated with the utilization of the computer technology.

Bostrom, etal. [1988] established an IS research frame-
work that has been used to investigate constructs such as
learning theory, conceptual models, mental models, interface
effectiveness and teaching methods as they relate to technol-
ogy attitudes and performance [Davis and Bostrom, 1993;
Sein, 1988]. In this investigation, the Bostrom, et al. [1988]
model provides a foundation for studying the impact of par-
ticular knowledge bases and skills on the use of a target
system during task accomplishment. The discussion identi-
fied at least three relevant knowledge bases germane to the
use of an automated IT tool like CASE: (1) knowledge about
the task, or task-domain knowledge; (2) conceptual knowl-
edge about the theory behind the methodology of the tool, or
IT theory knowledge; and (3) knowledge about the procedural
steps taken in the use of the tool, or IT tool knowledge. This
study investigates these three knowledge bases to determine
if knowledge levels are related to positive attitudes and in-
creased performance during task accomplishment. The fol-
lowing figure presents the research model.

The attitudinal constructs of perceived usefulness and
perceived ease of use utilized in this experiment have been
associated with ITinnovation acceptance and adoption [ Davis,
Bagozzi, and Warshaw, 1989]. Davis, Bagozzi, and Warshaw
[1989, p. 985] defined perceived usefulness as “the prospec-
tive user’s subjective probability that using a specific appli-

Figure 1. Research Model

Task Accomplishment Outcomes
IT Tool
Attitudes
- Usefulness
Mapping via - Ease of Use
- Tool Knowledge Task :>
- Theory Knowledge
y / Performance
Mapping via - Solution Quality
Individual - Task Knowledge
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cation system will increase his or her task performance within
an organizational context.” They also defined perceived ease
of use as “the degree to which the prospective user expects
the target system to be free of effort” [1989, p. 985]. Davis,
Bagozzi, and Warshaw found that these two constructs affect
the acceptance and use of IT. Both perceived usefulness and
ease of use were found to be significant factors in people’s
intent to use computer applications. Their findings were in
agreement with those of previous researchers [Barrett,
Thornton, and Cabe, 1968; Schultz and Slevin, 1975; Malone,
1981]. In fact, Davis, Bagozzi, and Warshaw [1989] argued
persuasively that many computer satisfaction variables are
closely related to the perceived usefulness and perceived
ease of use constructs.

The performance variables in this study are measures
that are directly associated with the task at hand, that of the
logical specification of a database design. The task involved
the development of a conceptual schema of a database for a
particular application domain. Three of the more important
steps in the development of a conceptual schema are: (1) the
determination of the primary key or identifier for each entity;
(2) the specification of the relevant attributes for each entity;
and (3) the specification of the relationship or association
between two or more entities [ Ahrens and Sankar, 1993].

A primary key, or identifier as it is referred to in this
article, is an attribute of an entity by which the entity can be
uniquely referenced or identified. For example, a student’s
social security number often serves as the identifier for the
student entity in a university database. Attributes are other
named properties or characteristics that sufficiently describe
an entity. For example, attributes of a student entity other
than social security number might be name, address, GPA,
and classification. The values of these attributes may or may
not be unique among the students in the database. An
association is a relationship between two entities in a data-
base. Using a univérsity database as an example, there is a
many-to-many association between the student entity and
the class entity. A student may have zero, one, or more
classes and a class may have zero, one, or more students.

The IT toolin the experimentis aCASE tool designed
to be used by both end users and IS professionals [Dewitz and
Olson, 1994a, 1994b]. Expertise related to design methodol-
ogy and CASE technology have been projected as two of the
most critical skills to be possessed by IS personnel in the
future [Leitheiser, 1992]. The use of a CASE tool seems
especially appropriate for this study because past research
supports the notion, as previously discussed, that users may
employ the three knowledge bases (task-domain, theory, and
tool) when using CASE. Henderson and Cooprider [1990]
began their development of a functional model of CASE
technology for IS planning and design by citing the impor-
tance of technology being functionally oriented. Hackathorn
and Karimi [1988], Welke and Konsynski [1980], and Henderson
and Cooprider [1990] considered the delineation of methodol-

ogy and technology tools as paramount to measuring the
functionality of design-aid technology. In their view, meth-
odology provides the logical disciplines or theory underlying
IS design, and technology tools support the usage behaviors
or procedures performed during application development.
Sprague and McNurlin [1993] reported that the organizational
benefits and user acceptance of CASE are dependent upon
the integration of the methodology and technology, that is,
upon the theory and procedures.

Baldwin [1993] criticized current CASE tools for failing
to include the user’s mental model of the application task.
Gasson identified the importance of a methodology that sup-
portsbothauser’s view and atechnology view [1999]. Adelson
and Soloway [1985] found that the designer’s formulation of
amental model of the application and the mental simulation of
that model is a critical component in the successful develop-
ment of a computer application. A clearly defined mental
modelisreported to significantly impact the designer’s ability
to deal with the application at different levels of abstraction.
In addition to methodology (theory knowledge) and technol-
ogy (tool knowledge), Vessey and Conger [1993], Glass and
Vessey [1992], Sein [1988], and Fichman and Kemerer [1993]
have identified application (task-domain) knowledge as a
critical component of successful CASE tool deployment.

Based on the cited research and the above discussion,
this study employs a laboratory experiment to examine task-
domain, theory, and tool knowledge as determinants of atti-
tudes and performance when using one type of automated IT,
a CASE tool. This investigation into determinants of CASE
attitudes and performance is justified, in part, by the potential
contribution of CASE technology to IS and organizational
success [Cheney, et al., 1986; Zmud and Lind, 1985], and the
current lack of sufficient theory to guide management in
decisions concerning resource allocations to promote greater
CASE acceptance and adoption [Goldstein, 1993].

RESEARCHMETHODOLOGY

The study utilized a laboratory experiment to address
the research objectives. Subjects provided demographics via
a questionnaire before receiving a training lecture on a data-
base design CASE tool (Salsa). The Salsa CASE tool, based
on semantic data modeling principles [Hammer and McLeod,
1981; Kroenke, 1994], is being developed by a commercial
software company with the intention of supporting IS profes-
sionals and end users. Semantic data models were developed
with the goal to facilitate “the database designer to naturally
and directly incorporate more of the semantics of the database
into the schema” and provide the database designer and
intended user a “natural application modeling mechanism to
capture and express the structure of the application environ-
ment in the structure of the database” [Hammer and McLeod,
1981, p. 352]. Two of the more prominent semantic models are
Chen’s entity relationship (ER) and Kroenke’s semantic ob-
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ject (SO) [Bock and Ryan, 1993]. The semantic objectmodel-
ing method used in this research consists of identifying: 1)
logical objects relevant to the users; 2) attributes that suffi-
ciently describe the logical objects; and 3) associations be-
tween objects [Kroenke, 1994]. For greater depth of informa-
tion on the semantic data modeling CASE tool used in this
study, see Dewitz and Olson [1994a, 1994b].

Hypotheses
Each hypothesis was analyzed first for interaction ef-
fects; in the absence of significant interaction effects, an
analysis of main effects was performed. Although the re-
search is exploratory in nature, main effects for tool, task and
theory knowledge were all hypothesized a priori to be posi-
tive, in the absence of interaction effects. In essence, an
increase in either tool, task, or theory knowledge was antici-
pated to have a positive effect on attitudes and performance.
In the presence of interaction effects, there were no a priori
research hypotheses. Therefore, attitudes and performance
(dependent variables) were hypothesized to be, in part, a
consequence of the positive effects of an individual’s knowl-

edge bases (independent variables).

Experimental Procedures

The experiment was held in a dedicated instructional
computer laboratory. Participants provided demographic
data via a questionnaire at the beginning of the experimental
session. After a sufficient time for completion of the demo-
graphic questionnaire, the subjects participated in a training
session on the CASE tool. The length of the training session
was approximately one hour. The training session included
material on the theory of the design methodology, the appli-
cation of the design methodology (CASE tool), an example
case using the design methodology, and a short tutorial
addressing the database CASE tool used in this study.

Each participant was provided a hardcopy of the case
scenario specifying the database design requirements. The
subjects were provided ample space to make notes as they
used the CASE tool to design their interpretation of the
information requirements. During the experiment, subjects
were not allowed to consult with each other nor were they able
to seek the assistance of the researchers present in the
laboratory. Each subject’s database design was stored on the
computer and was not available to other participants. As a

Table 1: Theoretical Model of Research Variables

subject completed the database design task, the researcher
provided a questionnaire for collecting attitudes regarding
database design, the CASE tool, and the design methodology
used in the study. In addition, this section of the question-
naire assessed each subject’s knowledge of the task domain,
IS theory, and CASE tool. The total time required to attend the
training lecture, complete the database design task, and pro-
vide the personal data was approximately 2 hours. During the
course of the experiment no subjects withdrew from the study.

Subjects

The experimental subjects were graduate and under-
graduate business students at a major university. Participa-
tion in the study was voluntary with incentives of class credit
offered to the subjects to increase their motivation. The
graduate students were MIS and MBA students enrolled in
an MIS course involving end-user computing. The under-
graduates were MIS students with varying levels of formal IS
education. The research design qualifies as a convenience
sample implying limitations on generalizability beyond the present
study. It was anticipated that the subject pool represented a wide
variety of IS skill sets. Based on the current research objectives,
it was appropriate that these differences exist.

Variable Measurement

The laboratory experiment had three independent vari-
ables representing theory, tool, and task knowledge, and two
classes of dependent variables, attitudes and performance
(see Table 1). The independent variables represent knowl-
edge deemed germane to using a CASE tool to perform data-
base design. Attitudes represent a subject’s attitudes and
beliefs regarding technology usefulness and ease of use.
Performance represents the subject’s ability to satisfy the
information requirements of the design task scenario with an
appropriate logical database model.

The independent variables represent the subject’s men-
tal model of database design using a CASE tool to perform a
database design task. The independent variables measure
knowledge of database theory as a contributor to perfor-
mance, CASE too!l competency required to perform the task,
and taskrecall as a surrogate of task-domain knowledge. The
knowledge bases were measured through a series of ques-
tions. Theory knowledge was measured by the use of ninc
multiple-choice questions that had been used on examina-
tions in past database classes. Therefore, these questions
had been qualified before being used in this

Research Variable
Task Knowledge
Technology Knowledge
Theory Knowledge
Attitudes Related to IT

Research Variable Surrogate

Application Task Comprehension

IT Tool Competency

IT Theory Knowledge

Attitudes of Perceived Usefulness
and Ease of Use when Using a
CASE Tool

Performance on Database Design
when Using a CASE Tool

Performance Related to IT

Variable Type | Study as appropriate items for assessing

Independent theory knowledge of database design. The

Independent theory questions included topics such as

Andlcpendent data integrity, domain constraints, and func-
tional dependencies.

Dependent Tool knowledge was also measured
with nine multiple-choice questions on the

DEpEndert operations of the Salsa database design prod-
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uct, the CASE tool used in the experiment. The tool questions
addressed the functional competencies required to utilize the
CASE product. Tool knowledge questions included opera-
tional issues such as system actions required for achieving a
specific objective, CASE system functionidentification (e.g.,
model validation and attribute grouping), and definitional
terms used to express the formalisms inherent in the CASE
system.

Task knowledge was assessed by measuring task recall
through a series of questions. In task knowledge assessment,
subjects were provided with several questions regarding
specific facts presented in the database design scenario and
were required to identify the correct answer to the question or
whether the content of the question was beyond the scope of
the scenario. Other task questions required the subject to use
free memory recall in identifying specific elements presented
in the task. There were a total of nine questions measuring
task knowledge.

A subject’s scores over the three assessed knowledge
bases had a possible range from zero to nine each. These
scores correspond with the number of questions that a sub-
ject answered correctly on the respective set of questions.
For example, if a subject answered no questions correctly in
responding to the assessment of theory knowledge, his or her
score was a zero for theory knowledge. If someone answered
five questions correctly on the tool knowledge set of ques-
tions, his or her score on tool knowledge was five, and so on.

Procedures performed to assure the psychometric
qualities of the knowledge assessment component of the
instrument (theory, tool, and task knowledge) included evalu-
ations by a panel of MIS researchers and a comparable sub-
ject pool of students. Items not acceptable to the expert panel
were eliminated, while items were added to adequately repre-
sent any constructs identified as lacking in items. The mea-
sure of the understandability of the items was assessed using
a comparable subject pool. In this manner, evaluating each
item on the instrument for clarity and understandability con-
tributed to the validity of the knowledge assessment items.
Using ANOV A procedures, items that the comparison group
did not consider understandable (i.e., neutral, unclear, or very
unclear as opposed to being considered as clear or very clear)
with a significance level less than or equal to .039 were
eliminated from the instrument.

The attitude measures of usefulness and ease of use
were each measured with a set of five-point Likert questions.
Appendix A gives the questions that were used to measure
each one of the constructs. These questions were adopted
from the study by Davis, Bagozzi, and Warshaw [1989] with
very small modifications (i.e., each of these items was modi-
fied to make reference to the specific Salsa CASE tool used by
the subjects in the experiment). The Cronbach alphas for the
usefulness and ease of use constructs were .935 and 901,
respectively.

Performance was operationalized as identifier, attribute,

and association specification on the logical level as opposed
to the physical level that references the data definition within
the database dictionary. The identifier assessed the ability of
asubject to specify alogical object and an identifier appropri-
ate for referencing the object. Attribute specification in-
cluded the attribute by name and its cardinality constraints.
The association metric represents the subject’s ability to
identify relationships between logical objects and specify the
necessary cardinality constraints.

Subjects’ performance on the database design task was
graded on completion. Essentially, task performance repre-
sents the designer’s achievement of a database schema de-
sign free of certain classes of anomalies. A subject’s perfor-
mance was computed for the individual task facets of specify-
ing object identifiers, attributes, and associations. Solution
correctness included degree on all task facets (i.e., minimum
and maximum cardinality), and appropriate connectivity for
the association facet.

The objective grading scheme was designed to provide
maximum consistency of scoring. The scheme, as developed
in previous research [Batra, Hoffer, and Bostrom, 1990; Bock
and Ryan, 1993], classifies errors as fatal, major, medium, and
minor for multiple task facets. The grade on a facet ranged
from Oto 4 points, O being the lowest grade, or a fatal error and
4 being the highest, or no error. Grades on facets withmedium
or minor faults were given scores of 2 and 3, respectively. As
examples, the omission of an association was scored as a fatal
fault resulting in zero points, the incorrect connectivity be-
tween objects would be scored as a medium error for 2 points,
and the incorrect specification of the minimum cardinality of
anassociation would be classified as aminor error for 3 earned
points. Since there was a recommended solution containing
six objects (and therefore six identifiers), the highest score on
performance for the identifier component was 24 (4 times 6).
The total number of attributes in the recommended solution
was 19, resulting in a total score of 76. Lastly, the total number
of associations in the recommended solution was 30 (includ-
ing minimum and maximum cardinalities) whichleads toahigh
end score of 120.

The task facets were based on the specific methodol-
ogy used by the CASE tool [see Dewitz and Olson, 1994a,
1994b; Kroenke, 1994]. A subject’s database design task
performance quality was assessed by a trained database
researcher and was checked for reliability by consensus
agreement between one of the authors and the grader on
randomly selected cases. The assessments by the author and
grader were the same in almost all cases. Jarvenpaa and Ives
[19901 previously used this approach as a means of assuring
inter-rater reliability. Incomparison to the Jarvenpaa and Ives
[1990] study, which was less structured in that the grading
was content assessment, the present study is more systemati-
cally objective and subject to fewer validity threats. Extend-
ing beyond the sampling procedures as described, the re-
searchers used a double-blind grading system, which re-

38  July-Sept 2000

Information Resources Management Journal

Reproduced with permission of the copyright owner. Further reproduction prohibited without permissionyz\w\w.manaraa.com



Vol. 13, No. 3

sulted in a minimum 97% agreement between graders.

Task

Subjects were asked to provide a database design suit-
able to satisfy the information requirements of the presented
task scenario. The experimental task had been used in previ-
ous research studies investigating database design. The task
contained a narrative description and several example reports
representing an engineering firm’s need to manage project-
engineer assignments. Additionally, the task requirements
addressed aspects such as firm suppliers and engineer skill
certification. The database design task (see Appendix B),
although artificial in nature, was deemed a realistic surrogate
for practicing database designers based on its use in previous
research studies and the specific adaptations made for this
study [Batra, Hoffer, and Bostrom, 1990; Bock and Ryan,
1993]. The dynamics of the task content provided a variety of
challenges to the participants and included advanced con-
cepts such as supertype-subtype relationships and referen-
tial integrity constraints. Prior to the experiment, none of the
subjects had been exposed to the database design task. A
recommended solution to the database design task was agreed
upon by several database researchers prior to the experimen-
tal sessions and included the constructs of identifier, at-
tribute, and association specification.

FINDINGS

Data Analysis

Of the 99 participants in the experiment, 53 percent of
the subjects had more than one year of business-related job
experience. Forty-four percent of the participants reported 1-4
years of previous computer use and 56 percent reported more
than four years of computer use experience. Twenty percent
of the participants classified themselves as graduate stu-
dents. Based on Rainer and Harrison’s [1993] classification
scheme for end users, 26 of the subjects classified themselves
as novice users (category 1), 51 classified themselves as
moderately sophisticated end-users (categories 2 and 3), and
20 of the subjects reported being highly sophisticated end-

users (categories 4 and 5). There were four unusable re-
sponses with incomplete questionnaires not included in the
analysis, resulting in 95 complete and usable responses.
The study used a series of multiple regression analyses
to examine the relationships between the independent vari-
ables (tool, task, and theory knowledge bases) and the depen-
dent variables related to attitudes and performance. The
multiple regression analysis for each dependent variable was
hierarchical, with main effects being introduced first and the
marginal contribution of interaction effects examined second.
There was no evidence of serious multicollinearity among the
main effects. Further, deviation transformations [Neter,
Wassermann, and Kutner, 1990, pp. 315-329] of the indepen-
dent variables reduced any multicollinearity induced by inter-
action and other higher-order terms. Residual analysis did not
reveal any significant departures from model assumptions for
any of the models but, in the case of perceived usefulness,
indicated a curvilinear component for tool knowledge.

Attitudes

Table 2 summarizes the hierarchical development of the
final multiple regression model for perceived usefulness and
Table 3 contains the sample regression coefficients and their
respective individual p-values. Note that in Table 3, the
coefficients are in terms of the original independent variable
values while the p-values correspond to the transformed
variables, thus reducing the potential masking effect of
multicollinearity introduced into the model by the higher-
ordered terms. The final modelincludes all terms investigated
in the hierarchical process because all smaller models were of
diminished quality according to both the C_and adjusted R?
criteria [Neter, Wassermann, and Kutner, 1990, pp. 446-450].
There is strong evidence of interaction effects among the
three independent variables in their relationship with per-
ceived usefulness.

As an aid in understanding the nature of the interaction
among the independent variables on perceived usefulness,
Figure 2 contains an interaction plot similar to that proposed
in Peters and Champoux [1979]. It appears from this figure
that, on average, perceived usefulness increases with tool

knowledge for individuals with a match

Table 2: Hierarchical Analysis for Dependent Variable Usefulness between task and theory knowledge (ei-

Level Variables Marginal p-value  Overall R?
I Tool

Task

Theory 0.00001 0.2403
I Tool*Task

Tool*Theory

Task*Theory

Tool*Task*Theory 0.5436 0.2654
III Tool? 0.0160 03115
v Tool?*Task

Tool?*Theory

Tool?*Task*Theory 0.00012 0.4570

ther having both low task and low theory
knowledge (Curve A) or both high task
and high theory knowledge (Curve B)).
0.00001 In considering these two groups, those
with high task and high theory knowl-
edge (Curve B) evidence higher average
perceptions of usefulness than those with

0.0002 low task and low theory knowledge (Curve
0.00003 A).

Overall p-value

When there is a mismatch between
task and theory knowledge, however, it

S0.00001 cannot be said that tool knowledge has a
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Table 3: Regression Results for Usefulness Table 5 summarizes the main effects

positive effect on perceived usefulness. For the group with
low task coupled with high theory knowledge (Curve C),
average perceived usefulness is high at low levels of tool
knowledge but does not appear to improve as tool knowledge
increases. On the other hand, for the group with high task and
low theory knowledge (Curve D), perceived usefulness ap-
pears to increase with tool knowledge to amaximum point and
then diminishes beyond that.

Table 4 contains regression results from the main ef-
fects model for ease of use. Regression analysis for ease of
use produced no evidence of significant interaction. Consis-
tent with the preliminary hypotheses, all sample regression
coefficient signs are positive. Further, task and theory each
have a significant positive main effect on ease of use.

Performance
Figure 2. Interaction Plot for Perceived Usefulness

Interaction Plot for Perceived Usefulness

Perceived Usefulness
N
w

35 375 4 425 45 475 5 6§25 55 575 6 625 65
Tool Knowledge

o - - % Low

LowTask High Task Task- —— HighTask-
Cl,;\rve Low Theory Cu};’ve High Theory CuCrve High Theory CL;)I'VG Low Theory

of the regression results for all three perfor-
R? = 4570 Adjusted R? = 3883 Overall p—value < .00001 mance variables: identiﬁer’ a“ribute and
) . . association performance. There were no
rIrndelpendent Variable Sample Coefficient Two-tailed p-value significantinteraction effects inany of these
TZ:k -3.050 0.3843 models. In each case, all sample coeffi-
Theory -2.476 0.1248 cients are positive, and theory has a signifi-
Tool*Task -0.822 0.2049 cant positive main effect. Itis interesting to
Tool*Theor 1.233 0.9539 note that in these models which incorporate
4 0.536 .
Task*Theory 0. 393 0.4438 main effects of tool, task and theory knowl-
Tool*Task*Theory ' 0.0039*** edge, theory emerges as consistently sig-
Tool? -0.204 0.0459%* s .

ool : nificant across all performance facets (iden-
Tool*Task 0.569 0.0084%#* e e :
TOOIZ* @ -0.136 0' 0347%% tifier, attribute, and association). Also, while
T2212*¥2:£ i%heor -0.065 0: 0074%%* not statistically significant, a marginal posi-

Y 0.023 0.0014%*%* tive effect of task knowledge is evidenced

across the performance metrics. With re-

Legend: *** = p-value < .01, ** = p-value < .05 spect to identifier specification, tool knowl-
edge was marginally significant.

DISCUSSION

Users’ perception of technology as useful is based on
the interacting combination of tool, task, and theory knowl-
edge. Davis, Bagozzi, and Warshaw [1989] identified useful-
ness as the primary indicator of the acceptance and adoption
of technology by individuals, so the findings on this con-
struct are especially important.

As a research construct, perceived usefulness was
designed to assess a variety of extrinsic motivators closely
related to task performance [Davis, Bogozzi, and Warsaw,
1992]. Finding knowledge interaction for usefulness is con-
gruent with the original premise that perceived job perfor-
mance is a consequence of multiple extrinsic factors and is
therefore acomplex phenomenon. Usefulness, as aconstruct,
requires that an individual have the appropriate level of
theory to formulate the task solution strategy and the comple-
mentary competency to use the tool to execute the strategy.
When there is a consistent fit between theory and task know]-
edge (i.e. both high or both low), increasing tool competency
increases perceived usefulness. Individuals with strong
knowledge profiles in this combination should have receptive
attitudes toward the usefulness of a particular technology in
accomplishing their tasks. When there is an inappropriate fit
between theory and task knowledge (i.e., one knowledge base

Table 4: Regression Results for Ease of Use

R? =.1698 Adjusted R* = .1436  Overall p-value = .0005

Independent Variable  Sample Coefficient One-tailed P-value

Tool 0.059

0.0980
Task 0.073 0.0164%*
Theory 0.071 0.0071%**

Legend: *** = p-value < .01, ** = p-value < .05
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Table 5: Regression Results for Performance Variables

Identifier Performance: R? = .1181 Adjusted R?* = .0891
Overall p-value = .0093

Independent Variable  Sample Coefficient  One-tailed p-value

Tool 0.821 0.0664
Task 0.564 0.0720
Theory 0.575 0.0410**

Attribute Performance: R? = .1259 Adjusted R? = .0971
Overall p-value = .0064

Independent Variable Sample Coefficient One-tailed p-value

Tool 1.423 0.1506
Task 1.278 0.0950
Theory 1.979 0.0094***

Association Performance: R? = .1391 Adjusted R? = .1107
Overall p-value = .0033
Independent Variable Sample Coefficient One-tailed p-value

Tool 2.391 0.1820
Task 2.559 0.0853
Theory 4.228 0.0045***

Legend: *** = p.value < .01, ** = p-value < .05

is high while the other knowledge base is low), increasing tool
competency has a dysfunctional effect on perceived useful-
ness. Instances where the individual possesses high task
knowledge without the matching level of theory knowledge
are most susceptible to decreasing perceptions of usefulness.
This decrease in perceived usefulness may be an indication
that the individual lacks the knowledge to develop and apply
an overall strategy to solve the robustly perceived task using
the IT tool. Instances where the individual possesses high
theory knowledge and low task knowledge also showed de-
creasing levels of perceived usefulness. Individuals in this
class may not perceive the task as robust enough to require
the IT supporttool (i.e., these individuals may perceive them-
selves as capable of solving the task without the intervention
of technology support).

When considering perceived usefulness as an indica-
tor of innovation acceptance and adoption, organizations
should strive to establish the appropriate knowledge fit.
Qrganizations should focus their education and training ef-
forts on creating the appropriate knowledge bases sufficient
for individuals to perceive technologies as useful in their
work. Recognizing the more complex nature of perceived
usefulness, organizations must simultaneously consider both
theory and task knowledge. Organizational education efforts,
such as internal and external continuing education courses,
professional educational requirements or certifications, and
support for advanced degrees, could be targeted at increas-
ing IT theory knowledge bases. Training efforts such as
seminars, hands-on tutorials, and the utilization of informa-
tion centers could be aimed at increasing tool competencies
and task comprehension.

Increasing an individual’s task and theory knowledge,

on average, increases perceived ease of use. Individuals with
high task and/or theory knowledge have the ability to employ
the technology with perceived ease of use. In Vessey and
Galleta, {1991] and Perrig and Kintech, [ 1985] problem-solvers
are hypothesized to induce their mental models based on the
task and/or the problem representation. In these findings,
users with sufficient task and/or theory knowledge were able
to operate the tool without expending great effort. When
compared to usefulness, there is_a more simple relationship
between ease of use and the supporting knowledge bases.
Organizational efforts that focus on either of these knowledge
bases can be applied to enhance perceived ease of usc.
Rotating jobresponsibilities, work groups or teams, employee
empowerment, and increased education and training on the
task will contribute to increased task knowledge. Organiza-
tions may choose the alternative of heightening task knowl-
edge as a basis for creating higher levels of perceived ease of
use of IT in instances where there are obstacles to education
and training efforts for IT theory.

It is prudent, however, to note that some amount of
training in the technology is still arequisite for perceived ease
of use. With reference to the specific CASE tool used in this
study, this training would be minimal because the semantics
of the task are embedded in the semantic data model. Per-
ceived ease of use as a function of task knowledge may be an
indication of the transparency of the tool. That is, the effort
to employ the tool is minimal for individuals who are more
knowledgeable in the task domain. Tool transparency, such
as this, suggests that the technology has effectively simpli-
fied the man-machine interface such that the cognitive effort
may be associated with the task requirements alone. In
essence, the tool provides a feeling of naturalness or intu-
itiveness for individuals well versed in the task domain.
Theory knowledge as it supports ease of use suggests that
individuals who understand the systems model of the tool
may have a greater ability to use the tool without significant
effort. Technology innovations where perceived ease of use
is associated with task-domain and theory knowledge may
require less training than other technology-based tools de-
manding more tool-specific knowledge for ease of use. In
these instances, technology transparency lessens the educa-
tional and training effort focusing on tool operations.

Users’” performance is significantly improved by in-
creasing theory knowledge. The ability of an individual to
specify the identifier facet of database design is positively
related to theory knowledge. Attribute and association facets
are also supported by similar knowledge profile requirements.
The data suggest that individuals with higher theory knowl-
edge perform better on these facets. The CASE tool in this
instance may be more intuitive and feel more natural to indi-
viduals with sufficient theory knowledge. As a research
construct, theory knowledge represents the individual’s un-
derstanding of the technology’s underlying systems mode].
Thisisin agreement with findings where performance advan-
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tages are associated with the ability to use abstract represen-
tation schemes. In these findings there is evidence that
increasing theoretical knowledge bases improves the average
performance of individuals with a given level of tool and task
knowledge. Without evidence of interaction effects or mul-
tiple main effects on performance, there is less support for
simultaneous fraining in knowledge bases beyond theory.
Again, pragmatically it is necessary that individuals have
some level of knowledge in tool and task domains to support
adequate performance.

In general, based on these findings, organizations may
want to focus their educational and training programs to be
more effective by making sure that IT theory knowledge is
included in any educational and training program. When
considering acceptance and adoption attitudes, organiza-
tions should recognize that perceived usefulness requires an
appropriate fit between knowledge bases, including I'T theory
knowledge. Although with perceived ease of use and perfor-
mance the mix of knowledge bases are not as clear, it is clear
that IT theory knowledge should be part of that mix. With
these findings, organizations can set attitudinal and perfor-
mance objectives and design their education and training
programs accordingly. Individuals who are well versed in IT
theory (knowledge of database in this study), on average, can
be expected to perform better on facets related to CASE tool
usage and, probably, similar automated IT tools. In fact, this
finding implies that knowledge of the procedural operations
of CASE or other automated IT innovations may not be
sufficient to heighten performance. Based on the findings in
this study, users of automated IT innovations (e.g., CASE,
CAD, CAl, ES) may develop more positive attitudes and
experience performance benefits from knowledge in the meth-
odology and theory embedded in these tools.

CONCLUSION

Individual learning is critical for organizational suc-
cess. Consequently, organizations must invest in efficient
and effective education and training methods for their em-
ployees to facilitate the learning process and increase organi-
zational chances for success. These methods should not only
present the opportunity for employees to gain new knowl-
edge, but should leverage their current knowledge. If organi-
zational education and training methods are sound, individual
learning will result in improved attitudes and competencies.

The alternatives presented in this study should enable
organizations to assess new information technologies more
accurately. In addition, organizations should be able to more
effectively focus on knowledge that promotes positive atti-
tudes and higher levels of technology competencies. The
improved attitudes will result in increased acceptance and
adoption of new technologies and the enhanced competen-
cies will result in improved performance.

One of the most critical findings in this study was the
emergence of the importance of IT theory knowledge in the
use of the CASE tool. Casual observations of the educational
and training practices of most companies give the impression
that they are mainly concerned with imparting knowledge
about the work task and knowledge about procedural aspects
of IT tools. Rarely, it seems that education and training in
companies concentrate on cultivating the IT theory knowi-
edge of workers. The trend toward embedding many of the
functions of IT development and use in the IT tool itself is
accelerating. This trend is not only for CASE, but also for
many common office 1T products like spreadsheets. With
such automation, there might be a tendency now to avoid the
theory behind these IT functions. This study indicates that
to ignore the theory behind these IT functions in educational
and training programs is a mistake. Whether these IT func-
tions are integrated within an IT tool or not, it is still important
for users to understand the theory behind them if acceptance
and performance are to be optimized.

Other research that has been reported on—using auto-
mated tools, such as expert systems, in education and train-
ing—shows that automated tools cannot simply be made
available to the end users and learning will occur [Clancy,
1983]. To create an effective learning environment, other
components are necessary. This study found that one of
those components is the theory behind the methodology
embedded in automated IT tools like CASE. Future research
should continue the line of investigation developed in this
study so the potential for successful deployment of IT (e.g.,
CASE) will be improved.

Appendix A

DEPENDENT VARIABLES
ATTITUDES

Useful

The SALSA tool would allow me to work more quickly.
The SALSA tool would increase my job performance.
The SALSA tool would increase my productivity.
The SALSA tool would make me more effective in my job.
The SALSA tool would make my job easier.

I would find the SALSA tool very useful.

Ease of Use

The SALSA tool is easy to learn.

The SALSA tool is controllable.

The SALSA tool is clear and understandable.
The SALSA tool is flexible to interact with.
The SALSA tool is easy to use.

It is easy to become skillful on the SALSA tool.

PERFORMANCE
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Identifier: Primary key specification of primary and
secondary keys for logical object reference.

Attribute: Specification of properties that adequately
describe the logical object. Includes minimum and maximum
cardinality.

Association: Specification of relationships that ad-
equately describe the associations between logical objects.
Includes minimum and maximum cardinality.

INDEPENDENT VARIABLES

Theory Knowledge: Assessment of theoretical data-
base knowledge.

Tool Knowledge: Assessment of CASE tool compre-
hension and functional competency.

Task Knowledge: Comprehension of task scenario de-
scribing application information requirements.

Appendix B: DATABASE DESIGN CASE

Engineering Services Inc.
Engineering Services Inc. is an engineering firm with
approximately 500 employees. A database is required to keep

track of all employees, employee skills, employee department
assignments, and supply vendors for departments.

Every employee has a unique number assigned to them
by the firm. It is also necessary to store their name and date-
of-birth. Each employee is given a current job title (e.g.,
engineer, administrator, foreman, etc.). Additional informa-
tion recorded for engineers only includes their type of degree
(e.g., electrical, mechanical, civil, etc.), certification date, and
certification expiration date (Exhibit A). Information recorded
exclusively for administrators includes typing speed (Exhibit
A).

There are 11 departments and each department has a
unique phone number. Employees are assigned to only one
department and departments usually have many employees.
Each department deals with many vendors (Exhibit B). Typi-
cally, a vendor deals with more than one department (Exhibit
B). Storage of the name and address of each vendor is also
required. The date of the last meeting between a department
and a vendor also is required to be stored.

An employee can have many skills (e.g., drafting, project
estimation, safety inspection, etc.). Each skill category has at
least one employee capable of providing that service. Skill
information consists of a skill code and a short skill descrip-
tion.

Department Vendor Contact Report
For the Month of: July, 1993

Department Supply Vendor Contact Date
Electrical Johnson Supply Co. 7/1/93
Interstate Wholesale Inc. 7/11/93
Mechanical Pipe Fabricators 7/2/93
Commercial Supply 7/8/93
Interstate Wholesale, Inc. 7/11/93
Hi-Vac Mfg. 7/23/93
Drafting & Design
Repair & Maintenance  Interstate Wholesale, Inc. 7/11/93
Parts Inc. 7/23/93
Employee Report As of July 31,1993
EmployeelD Name Date-of-birth Job Title Specific Data
123 Jack Shuster 12/03/65 . Engineer Civil Cert. 1991, Expires 1994
611 James Bloch 11/23/68 Engineer Mechanical ~Cert. 1988, Expires 1994
1212 Jay Smith 01/01/44 Engineer Mechanical ~Cert. 1978, Expires 1995
1310 Jay Spence 09/22/77 Administrator 55 WPM
1677 Sid Galloway 02/23/67 Administrator 44 WPM
2121 Jackson Titus 03/31/73 Engineer Electrical Cert. 1989, Expires 1996
3001 Rob News 04/22/76 Foreman
3010 Peter Hardway 05/09/74 Engineer Electrical Cert. 1990, Expires 1995
Summary Vendor Contact Report
Vendor Summary Department
Johnson Supply Co. Electrical
Interstate Wholesale, Inc. Electrical
Mechanical

Repair & Maintenance

Pipe Fabricators Mechanical
Commercial Supply Mechanical
Hi-Vac Mfg. Mechanical
Parts Inc. Repair & Maintenance
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